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CHAPTER I: INTRODUCTION 

Society is becoming more information oriented 

(Sheingold, Hawkins, & Kurland, 1984; Molnar, 1980). At 

the base of this information trend are electronic 

communication and calculating devices. Calculators and 

computers provide access to information. Society is left 

with determining how to use this information to solve 

problems (Kozmetsky, 1980). 

Development of problem solving skills has been a 

concern of mathematics educators throughout this century. 

The growing demand for good problem solvers along with 

declining test scores on national assessment of problem 

solving tasks create a crisis situation. Organizations 

such as the National Council of Teachers of Mathematics 

(NCTM) have recognized this situation. Agenda for Action 

(NCTM, 1980) listed problem solving as the number one 

priority in mathematics education: 

"The development of problem solving ability should 
direct the efforts of mathematics educators through 
the next decade. Performance in problem solving 
will measure the effectiveness of our personal and 
national possession of mathematical competence" (p. 
1 ) • 

There are two prerequisites to effective mathematical 

problem solving: 

1) the concepts required to solve the problems 
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2) some general heuristics to aid in development of a 

strategy to solve the problems. 

The development of a student's heuristic skills has 

been a main instructional variable in problem solving 

curricula (Suydam, 1980). Research on problem solving 

has focused on the identification and teaching of problem 

solving heuristics (Fey, 1982; Kantoski, 1982). It has 

been shown that problem solvers who are skilled in 

problem solving heuristics are more likely to become 

successful problem solvers (Kantoski, 1982). However, 

current cognitive science information processing theory 

indicates that the cognitive status of the knowledge is 

also crucial to problem solving performance. 

Cognitive psychologists theorize that problem solving 

involves a search of particular portions of memory 

(problem space). The search usually follows some 

organized pattern (Briars, 1982). Vital material must be 

associated (linked) with the problem space being examined 

(schema) for successful problem solution (Mayer, 1981). 

Storing new information in memory so that it is linked 

with current material is called meaningful learning (p. 

12, herein). Meaningful learning results in better 

transfer of information from one problem situation to 

another. Meaningful learning is evaluated in terms .of 

transfer of knowledge. 
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For meaningful learning to occur each individual 

learner must link new content to existing cognitive 

structures (Mayer, 1977). This individualized form of 

learning allows the student to develop personal 

representations of new concepts. Often the teacher will 

impose their own representation on the student. Instead, 

effective meaningful learning requires the teacher to 

become a diagnostician, providing guidance if the 

students representation is conceptually incorrect. 

The current economic situation at all levels of 

education make teacher based individualized instruction 

impractical. The computer may provide an acceptable 

alternative source of individualized instruction (Taylor, 

1980). 

Beginning in the early 1960s several national reports 

have supported integrating computer assisted instruction 

(CAl) into the curriculum (Kantoski, 1982). CAl research 

which studied the feasibility of using the computer in 

the instructional process concluded that CAl might save 

time and produce slightly better achievement. However, 

the high cost of computer usage was a strong deterrent to 

most schools. 

As instructional computing becomes more affordable, 

schools are purchasing computer technology. A recent 

national survey indicated that 53% of a United States 
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schools had at least one microcomputer (Becker, 1983). 

Fiske (1983) reports school computing power is increasing 

by as much as 85% each year. The question, "Should 

schools have computers?" has shifted to "How should 

computers be used in instruction?" (Sheingold et al., 

1984). 

There currently exist polar philosophies of how 

computers should be used in instruction (Luehrmann, 

1980). One approach is to program the computer to teach 

the student. The instructional design incorporated in 

this approach resembles traditional tutorial and drill 

sequences. Individualization can be achieved through 

programmed instruction techniques such as self pacing and 

remedial branching. The other approach involves creating 

a learning environment where the student teaches the 

computer. Seymour Papert (1980), is recognized as a 

leading proponent of this method. In his book 

Mindstorms, Papert discusses the two philosophies: 

"In many schools today, the phrase 'computer-aided 
instruction' means making the computer teach the 
child. One might say the computer is being used to 
program the child. In my vision, the child 
programs the computer and, in doing so, both 
acquires a sense of mastery over a piece of the 
most modern and powerful technology and establishes 
an intimate contact with some of the deepest ideas 
from science, from mathematics, and from the art of 
intellectual model building" (Papert, 1980, p. 5). 

In view of the discussion of problem solving above, 

the children teach computer approach appears to be an 
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ideal place to learn concepts. The student has a chance 

to develop personal representations of concepts which 

should promote stronger transfer of those concepts to a 

new learning situation. 

The purpose of this study was to provide empirical 

evidence that a "student teach computer" environment 

produces strong transfer when compared with a "computer 

teach student" tutorial approach. Before formally 

presenting the problem, one more component must be 

developed. 

A Taxonomy of Instructional Computing 

Studies comparing CAl with other forms of instruction 

can usually be categorized in terms of the type of CAl 

being examined. Many authors agree on the following five 

categories (Coburn, 1982; Kulik, Kulik, & Cohen, 1980): 

1) Tutorial 

2) Drill and Practice 

3) Simulation 

4) Programming 

5) Computer Managed Instruction (CMI) 

As CAl becomes more sophisticated, these five 

categories are no longer sufficient. Educational 

software has been developed containing aspects of several 

categories. The CAl classification criteria in terms of 
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instructional design is fast becoming obsolete. 

Taylor (1980) proposed an alternative classification 

scheme. Using Taylor's criteria, a computer was used as 

a tutor, a tool, or a tutee. As a tutor the computer 

presents information and reacts to feedback from the 

learner. As a tool, the computer performs a function for 

the user. For example, word processing or database 

management. As a tutee, the computer is programmed by a 

learner. 

Taylor's approach allowed an instructional computing 

view based on the learner's association with the 

computer, rather then software characteristics. However, 

both Coburn's (1982) and Kulik's et ale (1980) 

classification and Taylor's classification provided no 

indication of expected educational outcomes. For 

example, a simulation or tutee program might provide 

advanced organizers for one learner, mastery of a 

specific concept for another learner, and transfer of 

knowledge for another learner. The educational outcomes 

of CAI are determined by the state of the learner, not 

the instructional design characteristics of the CAl. 

This hinders research which investigate~ instructional 

uses of computers in terms of educational outcomes. What 

is needed is a classification scheme for the 

instructional use of computers based upon the educational 
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outcomes achieved by the learners. Thomas and Boysen 

(1983, 1984) have developed a taxonomy meeting this 

criteria. 

The Thomas and Boysen taxonomy for the instructional 

use of computers consists of five categories: 

1) experiencing- sets the cognitive and affective 

stage for future meaningful learning 

2) informing- provides new information to the learner 

3) reinforcing- develops mastery of new information 

4) integrating- new material is associated with 

existing long term memory via meaningful learning 

5) utilizing- using the computer as a tool to perform 

a task 

The taxonomy is valuable to instructional computing 

researchers because each stage has strong ties to 

cognitive science topics. For example, advance organizer 

theory (Ausube1, 1978; Mayer, 1979) can be tied to 

experiencing instructional computing uses. Mastery and 

retention are major outcomes of informing and 

reinforcing. Meaningful learning is the prime objective 

of integrating. Utilization provides the applied level. 

The Thomas and Boysen taxonomy provides a cognitive 

science (po 11, herein) based framework within which the 

effectiveness of CAl can be evaluated. The taxonomy 

helps instructional computer educators to focus on CAl in 
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terms of educational outcomes. The taxonomy removes 

attention from the mechanical processes of CAl, and 

promotes deeper evaluation of the cognitive products. 

Statement of Problem 

The problem of the study was to determine the 

relationship of reinforcing versus integrating activities 

in terms of meaningful learning. The main evaluating 

tools were a measure for transfer of a mathematical 

concept from initial learning to a new problem situation, 

and measures for retention of the mathematical concept. 

Purpose of the Study 

A design goal was to develop a study founded on the 

following educational needs: 

1) problem solving skill development 

2) development of instructional use of computer 

criteria 

3) evidence of the educational outcomes of student 

controlled computer learning environments. 

With these factors in mind, the purpose of this study 

was to provide evidence that a student teach computer 

environment was more effective then a drill instructional 

design in relation to promoting meaningful learning.' In 

terms of the Thomas and Boysen taxonomy, an integrating 
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instructional computing activity was compared with a 

reinforcing computing activity. Both activities taught a 

mathematical concept. Measures for transfer of the 

concept to a new learning situation were used to 

determine the degree of meaningful learning. Measures of 

short and long term retention were also administered. 

Hypotheses 

The hypotheses of this study were: 

1. There is no significant difference in the 

performance on a transfer test between students 

experiencing a computer based reinforcing 

treatment and students experiencing a computer 

based integrating treatment. 

2. There is no significant difference in the 

performance on retention tests between students 

experiencing a computer based reinforcing 

treatment and students experiencing a computer 

based integrating treatment. 

3. There is no significant difference on the time 

needed to complete the treatment between 

students experiencing a computer based 

reinforcing treatment and stupents experiencing 

a computer based integrating treatment. 
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Limitations of the Study 

The study was conducted in view of the following 

limitations: 

1. The concept taught in this study was suitable 

for secondary level students (grades 7-12). The 

experimental population consisted of college 

undergraduates enrolled in a computer literacy 

course, creating a wide range of mathematics 

ability in the population. 

2. In terms of academic ability, the collegiate 

population contains few low ability students. 

Therefore, there will be no data indicating 

performance of low ability students on this 

study's measures. 

3. The student teach computer exercises in the 

experimental treatment requires programming 

competence. The four hours of instruction prior 

to the experimental treatments may not have 

developed a suitable level of programming 

expertise for a portion of the population. 
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Definitions 

Introductory material designed 

to activate existing cognitive 

structures in order to 

facilitate assimilation of new 

information. 

The combination of cognitive 

psychology, computer science, 

linguistics, anthropology, and 

philosophy relative to the 

concern with how new learning is 

integrated into pre-existing 

structures (Pea, 1984). 

computer teach student: An instructional design based on 

concept: 

programmed instruction 

techniques where the computer 

provides information to the 

student. In this study, 

computer teach student involved 

drill exercises where the 

student observed the results of 

supplied programs. 

A specific set of objects, 

symbols, or events which share 
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heuristic learning: 

heuristics: 

long term retention: 

meaningful learning: 

problem solving: 

problem space: 

schema: 

12 

common characteristics and can 

be referenced by a particular 

word or symbol (Tennyson, 

Tennyson, & Rothen, 1980). 

Guided student controlled 

(discovery) learning (Dwyer, 

1974). 

An algorithmic (step by step) 

strategy for achieving a goal 

state. 

The ability to recall 

information nine weeks 

post-instruction. 

Viewed as a process in which the 

learner connects new material 

with knowledge that already 

exists in memory (Bransford, 

1979). 

The process of achieving an 

identified goal under specific 

conditions without previous 

knowledge of solution. 

The schema developed during 

problem solving. 

The components of long term 
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13 

memory activated during 

learning. 

The ability to recall 

information three weeks 

post-instruction. 

student teach computer: An instructional design where 

the student programs the 

computer to perform a task. 

transfer of knowledge: The ability to apply previously 

learned information (knowledge) 

to a related but more complex 

problem (Hooper, 1982). 

treatment: One of two instructional designs 

used in this study as a 

dependent variable. 
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CHAPTER II: LITERATURE REVIEW 

This study examines two computer based approaches to 

teaching a concept. The instructional use of the 

computer was a dependent variable; in this case 

integrating verses reinforcing. In view of this, the 

review of literature was divided into three sections. 

Section one contains a review of literature dealing with 

concept learning. Section two is a review of literature 

comparing instructional computing approaches. The final 

section develops the cognitive science basis of 

integrating computer activities relative to problem 

solving. 

Review of Concept Literature 

As reported by Staats (1965), early behavorist studies 

(Hull, 1920; Kender & Karasik, 1958) viewed concepts as 

the response producing group of stimulus elements gained 

from a group of stimulus objects. By providing groups of 

objects sharing identified elements, learners were able 

to "abstract" those elements. 

However, as Osgood (1953) pointed out, the process of 

learning concepts was not unlike learning in general. 

For Osgood, the key to concept learning was not to 
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identify stimulus object groups to produce abstractions, 

but to determine how abstractions were produced. 

This study investigates varying computer environment 

effects on the learner's internal state. Explanations of 

internal states (such as the structure of abstractions) 

is an identifying tribute to cognitive theory. The 

discussion of concepts in this review will be cognitive 

based. 

Concept has been operationally defined as a specific 

set of objects, symbols,or events which share common 

characteristics (critical attributes) and can be 

referenced by a particular word or symbol (Tennyson, 

Tennyson, and Rothen, 1980). Meaningful learning occurs 

when a concept is associated with existing knowledge. 

Learning concepts in this way is a prerequisite for 

self-directed learning. As DuBois (l979) states: 

"Learning concepts and rules result in the 
capability to perform in novel situations in which 
students are asked to identify a specific instance 
of the concept and to apply the rule in a specific 
instance" (p. 338). 

Analysis of concept acquisition instructional 

variables indicate that a statement of the concept 

definition along with selected examples and nonexamples 

best facilitate meaningful concept learning (Klausmeier 

and Feldman, 1975). 

According to Carroll {as reported by Tennyson & Park, 
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1980), and Merrill and Tennyson (1978), a concept should 

be defined in terms of its critical attributes. Concept 

definitions best facilitate concept attainment when 

stated in terms of critical attributes (Tennyson and 

Park, 1980). The definition removes the need for the 

learner to generate critical attributes. 

The effectiveness of presenting the concept definition 

has been demonstrated (Johnson & Stranton, 1966; Anderson 

& Kulhavy, 1972). In the Anderson and Kulhavy study, a 

group of college students were presented with a 

definition before concept learning. This group was 

better at identifying previously un-encountered instances 

of the concept. 

Tennyson and Park (1980) investigated the relationship 

between concept definition and examples/nonexamples. 

Results showed examples were not as effective in teaching 

the concept as examples preceded by a definition of the 

concept. Frayer (1970) found that fewer 

examples/nonexamples were needed if a definition was 

presented prior to presenting the examples. 

A definition or examples/nonexamples will not 

effectively stand alone in concept instruction. As 

Klausmeier (1976) pointed out, if a definition only is 

presented, the student may merely memorize a string of' 

verbal associations. And Tennyson (1973) provides 
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empirical evidence that examples are required to ensure 

classification. 

Selection of examples/nonexamples is done in view of 

relationships between the examples. Three variables in 

this relationship are: (1) divergency of examples, (2) 

relative difficulty levels of examples, and (3) 

similarity of variable attributes among matched examples 

and nonexamples (Tennyson, Woolley, & Merrill, 1972). 

Meaningful learning of a concept can be optimized if the 

example/nonexample relationships are easy-to-difficult, 

divergent, and examples are matched with nonexamples on 

the basis of similar variable attributes (Tennyson et 

al., 1972; Houtz, Moore, & Davis, 1973). 

Determining the number of examples is another aspect 

of concept instructional design discussed in the 

literature. Early work by Clark (1971) based upon a 

review of 1960 literature, found the optimal number of 

examples which can be presented simultaneously to be 

four. 

Markle and Tiemann (1969) proposed that the number of 

examples should be based on the complexity of the concept 

(in terms of critical and variable attributes). The 

search for an absolute number of examples was also 

discouraged by Klausmeier and Feldman (1975). In 

general, the more abstract the concept, the more examples 
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needed for learning. 

Merrill and Tennyson (1977) have proposed that 

concepts do not exist in isolation, but as part of a set 

of related concepts. Often examples for one of these 

"coordinate concepts" will be a nonexample for another. 

Tennyson et ale (1980) reported nonclassification of a 

concept by a learner can most effectively be altered by 

teaching the discriminating coordinate concepts. They 

found a computer assisted concept learning environment 

where the computer presents instruction based upon a 

model of the student to be more effective than a learner 

controlled environment. 

Tennyson and Park (1980, p. 65) have proposed a four 

step process for teaching concepts: 

1) The taxonomical structure of the content should 

be determined. The three levels of concept 

structure--superordinate, coordinate, and 

subordinate-- should be analyzed with 

identification of critical and variable 

attributes. 

2} A definition of the concept should be prepared in 

terms of the critical and variable attributes. 

3} The examples should be arranged in rational sets 

by appropriate manipulation of the attributes~ 

Within a rational set, containing one example 
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from each coordinate concept, the examples should 

have similar variable attributes. 

4) The presentation order of the rational sets 

should be arranged according to the divergency 

and difficulty level among examples of the 

concept, and the presentation order of the 

examples within rational sets should be decided 

according to updated information about the 

learner's knowledge state. 

Tennyson, Youngers, and Suebronthi (1983, p. 280) 

later modified the process to consist of two learning 

processes: 

1) formation in the memory of information 

representative of a given concept class 

2) development of the cognitive skill to use the 

representative information in evaluating specific 

dimensions of similarity. and difference between 

and among newly encountered instances. 

For effective concept learning, it seems necessary to 

provide a concept definition and examples of the concept 

for the learner. 

Review of CAl Literature 

The second section of this chapter reviews theoretic~l 

and empirical reports dealing with instructional uses of 
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the computer. The focus is on educational outcomes 

produced by various computer based instructional designs. 

At the heart of computer based instructional design is 

the issue of "computer controlled" versus "student 

controlled" learning environments. This issue will be 

developed by first reviewing literature dealing with 

computer controlled instruction (CAl). Then literature 

dealing with "student teach computer" environments is 

presented, including a discussion of its cognitive 

science base. 

CAl first appeared in the late 1950s, with early work 

centered at Florida State University, Dartmouth, and 

Stanford (Chambers and Sprecher, 1984). CAl research has 

centered upon the feasibility of using the computer in 

the instructional process (Hooper, 1982). In most cases, 

CAl was based on instructional designs similar to 

traditional forms of instruction~ 

When comparing CAl to the traditional instruction it 

replicates, researchers have based their evaluations on 

various educational outcomes. CAl effectiveness has been 

measured in terms of initial learning, retention of 

learning, time on task, as well as changes in attitude 

toward computers (Suppes & Morningstar, 1972). 

Upon reviewing CAl literature, Chambers and Sprecher 

(1984, p. 12) compiled four educational characteristics 
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of CAl. 

I} The use of CAl either improved learning or showed 

no differences when compared to the traditional 

classroom approach. 

2) The use of CAl reduced learning time when 

compared to the regular classroom. 

3) The use of CAl improved student attitudes toward 

the use of computers in the learning situation. 

4) The development of CAl courseware following 

specified guidelines can result in portability 

and their acceptance and use by other faculty. 

Based on a meta-analysis of CAl (Kulik, Kulik, and 

Cohen, 1980), Kulik (1983) made conclusions similar to 

Chambers's and Sprecher's. Although the Kulik et ale 

analysis did include reports on programming, the majority 

of the data was based on "computer teach student" 

environments. The meta-analysis included information 

from fifty-nine CAl studies. These data were grouped in 

terms of four major applications of the computer to 

instruction (tutoring, computer managed teaching, 

simulation, and programming). 

The Kulik et ale (1980) study did include child teach 

computer (programming studies). But the meta-analysis 

was designed to measure effect size of each of the 

fifty-nine studies. This indicates the strength of 
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various reported effects, but does not give indication of 

educational outcomes underlying the effects. 

From the Chambers and Sprecher (1984) and Kulik (1983) 

reports, it seems that CAl has been established as an 

effective instructional experience. However, the 

literature has not shown CAl to produce strong 

integrating outcomes. CAl has not been shown to promote 

transfer more effectively then the traditional forms of 

instruction which it replicates. 

The apparent ineffectiveness of CAl to promote 

transfer can be contrasted with the meaningful learning 

outcomes promoted by student teach computer proponents. 

The leading proponent of "student teach computer" 

learning experiences is Papert (197la, 1980). Papert has 

founded his philosophies on a strong cognitive 

psychological base. Papert envisions a learning 

environment where the child is in control of the learning 

process. In this environment, learners work toward 

pre-determined goals by developing personal 

representations of their solutions. If goals are well 

chosen, learners are forced to associate new information 

with information existing in long term memory. This 

association provides cognitive links which facilitate 

transfer. Papert's child teach computer philosophy is 

closely related to the discovery learning approach 
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(Bruner, 1966, 1965; Strike, 1975; Cohen, 1975), and 

directly addresses the need for cognitive based 

instructional design. 

To provide a model of a student teach computer 

environment, Papert developed LOGO, a high level (user 

friendly) programming language designed for elementary 

age students. Using LOGO a "mathland" can be developed 

where students experience geometry by creating line 

graphics (turtle geometry). In mathland, students solve 

turtle geometry based problems. Like other proponents of 

problem solving skill development through programming 

(Mayer, 1981), Papert proposed that turtle geometry 

problem solving would develop a learner's ability to use 

heuristic knowledge. Additionally, in Papert's view the 

student controlled nature of LOGO would allow students to 

"learn to think of formal mathematics as rooted in 

intuitive-body mathematics" (Papert, 1980). 

As noted by Pea (1984), child programming learning 

outcomes claimed by Papert and friends maintain a solid 

theoretical basis. What is needed is empirical evidence 

of the claims. 

Review of Literature Related to Integrating 

Recall the introduction's discussion of the Thomas 'and 

Boysen (1983, 1984) five stage taxonomy of instructional 
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computing. This section will review literature that 

relates to using integrating stage activities to develop 

problem solving ability. 

Each taxonomy stage develops particular steps in the 

human information processing system. Figure 1 

illustrates several taxonomy/information processing 

links. 

Mayer's (1975) model of information processing is used 

in this figure. Considerations in Mayer's model are: 

1) how much information is received 

2) how much prerequisite knowledge the learner has 

3) what aspects of the learner's existing knowledge 

are activated during learning and used as an 

assimilative set to be integrated with new 

material. 

Relationships of the model to taxonomy stages are 

indicated. Briefly, experiencing activities are used to 

make sure critical knowledge exists. Informing and 

reinforcing activities insure that knowledge is received. 

Integrating activities broaden the search for existing 

knowledge which can be linked to the new knowledge. 

Based on cognitive theory then, learning a concept via 

an integrating computer activity rather then a 

nonintegrating computer activity subjects the concept to 

a wider variety of pre-existing knowledge. Potentially, 
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Figure 1. Taxonomy relationships to Mayer's information 
processing model 
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the concept will be linked to more of the pre-existing 

cognitive structure of the learner. 

The main research tool used to measure the effects of 

integrating type computer activities has been the measure 

for transfer of knowledge. Transfer of knowledge is 

influenced by the degree which new information is 

integrated with a learner's prior knowledge (Dansereau, 

1980; Ausubel, 1978). Transfer of principles and 

attitudes is at the heart of the educational process 

(Bruner, 1960; Mayer, 1975; Dansereau, 1980). If further 

research supports integrating activities as a facilitater 

of transfer, then the integrating instructional use of a 

computer may replace more traditional CAl (tutorial, 

drill and practice) as the most used form of 

instructional computing. 

One possible opportunity for integrating computer 

activities is provided by artificial intelligent computer 

based instruction. Goldstein (1980) has developed a 

model for a computer coach. The coach develops a 

representation of the learner's cognitive status relative 

to a learning activity. The coach's representation 

evolves based upon a psychological analysis of the 

student's performance relative to an expert's 

performance. The representation controls student 

performance feedback provided by the coach. Goldstein 
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reports that coaching strategies develop problem solving 

abilities by (1) allowing students to focus on complex 

problems, (2) providing a simulation environment where 

consequences of various actions can be explored, and (3) 

providing a programming environment in which students 

implement their own problem solving programs. 

Goldstein's third point seems to hold the most promise 

in terms of developing problem solving skills. Not only 

does programming the computer to perform a function based 

on a new concept theoretically open the learner's 

existing cognitive structure to the new concept. The 

process of programming closely resembles the processes of 

problem solving. 

Figure 2 indicates the relationship of four phases of 

good problem solving with a list of computer programming 

stages. There are some similarities. Computer 

programming consists of a sequence of problem solving 

processes. The programmer has a goal. To meet the goal, 

he constructs a program. During this construction, there 

will often be new problems (bugs) created. To achieve 

the main goal, a programmer must solve these new bugs. 

Although the debugging process is often frustrating (and 

sometime provides obstacles greater than the original 

problem/goal itself), debugging does provide problem 

solving practice. A learner becomes an expert in many 
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Figure 2. Steps to solving a problem and steps to 
writing a program 
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problem solving situations simply through practice 

(Anderson, 1980). 

A current point of debate questions if computer 

programming problem solving skills transfer to new 

nonprogramming problem solving situations. Reif (1980) 

argues that contemporary "structured" programming design 

was developed after in-depth analysis of human 

information processing. The resulting "top-down" 

approach to programming becomes a powerful heuristic 

which can be used in non-programming problem solving. 

Consider the following points (Reif, 1980): 

(1) Structured programming, although inspired by the 

existence of computing machines, is really not 

centrally concerned with computers; rather, it 

addresses the question of how human beings can 

effectively solve the problem of writing complex 

programs (irrespective of whether or not these 

are ultimately implemented on a computer). 

Thus, the precepts of structured programming are 

prescriptive and specifically designed to 

enhance human problem solving in a particular 

domain. 

2) These precepts have, in practice, been found to 

be quite successful and are coming to be 

increasingly used. Indeed, they provide a 
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generally applicable framework within which one can embed 

more specific knowledge about particular algorithms or 

other detailed aspects of computer programming. 

3) Some of these general precepts are probably 

equally applicable in problem-solving domains 

outside of computer science. 

The literature did not contain total support of the 

view that programming develops problem solving ability. 

Pea & Kurland (1984) conducted an in-depth analysis of 

claims similar to Reif's above and reported the following 

conclusions: 

"We have dismissed the two prevailing myths about 
learning to program. The myth embodied in most 
programming instruction--that learning to program 
is 'learning facts' of programming language 
semantics and syntax--is untenable for two reasons: 
(1) it leads to major conceptual misunderstandings, 
even among adult programmers; and (2) what is 
taught belies what cognitive studies show good 
programmers do and know. These studies have direct 
implications for new content and methods for 
programming instruction that are under development 
in several quarters. Studies of learning to 
program and of transfer outcomes are not yet 
available for cases where instruction has such 
nontraditional emphases •.•• We have also argued 
against the second myth--the spontaneous transfer 
of higher cognitive skills from learning to program 
to other domains. Resistance in learning to 
spontaneous transfer and the predicted linkages of 
kinds of transfer beyond programming to the 
learner's level of programming skill were major 
points of these critical reviews" (p. 28). 

Reguardless of the position, authors consistently 

called for further empirical research into programming 

related topics. 
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CHAPTER III: METHODS 

Subjects 

One hundred ninety college undergraduates participated 

in this study as part of an Iowa State University College 

of Education computer literacy course, Secondary 

Education 101. Iowa State University is located in 

central Iowa, and at the beginning of the 1983 academic 

year had a total enrollment of 26,020 students. 

Secondary Education 101 was designed for pre-service 

education students. However, a wide variety of majors 

were enrolled in the class. For this experimental 

population, approximately 45% were from the College of 

Agriculture, 45% from the College of Education, 5% from 

the College of Science and Humanities, 3% from the 

College of Design, 1% from the College of Horne Economics, 

and 1% other. 

Students enrolled in Secondary Education 101 attended 

two one hour lecture sections and one two hour laboratory 

session each week during a semester. Students were 

assigned in groups of twenty to the laboratory sections, 

usually at a time of their choosing. Laboratories were 

held every weekday, normally in the afternoon or early 

evening. There was one morning section, on Friday. 
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Laboratories sessions were conducted in a twenty station 

Apple 11+ computer classroom. In addition, a sixteen 

station homework laboratory was available for students. 

Rather then building computer literacy through one 

main activity (such as programming), Secondary Education 

101 was designed to provide a variety of computer 

experiences. The subjects were exposed to one week of 

BASIC programming, two weeks of word processing, three 

weeks of LOGO programming, one week of database 

management, two weeks of spreadsheet management, two 

weeks of CAl design using an authoring language, and two 

weeks of experiences on a time-sharing system. Past 

experience with Secondary Education 101 indicated this 

curricula was effective in increasing student 

self-assessment of computer ability, while lowering 

student self-assessment of computer anxiety (Thompson, 

1983). 

The study itself was conducted four weeks into the 

course during the three week LOGO experience. Retention 

measures were included in both the midterm (two weeks 

post-treatment) and final (nine weeks post-treatment) 

exams. In accordance with Iowa State University's Human 

Subjects Committee, informed consent was obtained from 

each student participating actively in the study. 
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Instruments 

Information from the following instruments was used 

for data analysis: 

1) precourse assessment 

2) pre-experimental test (pretest) 

3) treatment exposure time 

4) post-experimental test (posttest) 

5) short term retention test 

6) long term retention test 

The precourse assessment is given to all Secondary 

Education 101 students upon entering the course. The 

survey collected information dealing with previous 

computer experience, self-assessed computing literacy, 

and familiarity with computer terminology and operations. 

For purposes of this study, the survey provided an 

ordinal ranking of students in relation to incoming 

computing literacy. A copy of the survey is included in 

Appendix B. 

The pre-experimental test (pretest) was designed to 

measure entering knowledge of the mathematical concept 

being studied. Specifically, the pretest identified 

subjects in the experimental population who already 

understood the concept being taught. In addition, the 



www.manaraa.com

34 

pretest measured knowledge of LOGO programming 

procedures, and obtained the informed consent of active 

participants. The pretest was designed to be machine 

scored. Appendix C contains a copy of the pretest. 

When the experimental population experienced the 

treatment, each subject recorded the time spent using the 

treatment materials. This time was recorded in minutes 

on the subject's treatment answer sheet. The time was 

later coded on the pretest answer sheet by an instructor. 

The post experimental test (posttest) was divided into 

two sections. Part one was nearly identical to the 

pretest. The only alteration was to replace the informed 

consent question with a question asking for definition of 

the concept. Part one was used to determine if the state 

of the learners changed relative to the concept taught. 

Appendix 0 contains a copy of part one of the posttest. 

Part two was designed to measure short term retention 

and transfer of the mathematical concept to a new 

learning situation. It consisted of four hand scored 

questions. Each solution was evaluated in terms of 

syntax correctness as well as conceptual correctness. 

Scoring of the transfer task was patterned after methods 

used by Schoenfeld (1980) and Hooper (1982). Appendix E 

contains a copy of the second posttest part. 

Short and long term retention tests were included as 
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nongraded parts of the Secondary Education 101 midterm 

and final exams. Identical questions were used on both 

exams. A copy of the questions as they appeared on the 

final exam is included in Appendix F. 

Treatment 

Two treatments which varied on instructional use of 

the computer were used to teach a mathematics concept, 

the Total Turtle Trip Theorem. 

In this case, the turtle was the pointer in LOGO 

graphics. The proposition from Papert (1980) of the 

total turtle trip theorem was: 

"If a Turtle takes a trip around the boundary of 
any area and ends up in the state which it started, 
then the sum of all turns will be 360 degrees 
(count right turns as positive, left turns as 
negative)" (p. 76). 

The Total Turtle Trip Theorem was chosen as an 

appropriate concept based on its relationship to 

geometry, its ability to be expressed in LOGO turtle 

geometry, and the capability to apply it to a convenient 

transfer situation. In addition, presenting the total 

turtle trip treatments did not interfere with Secondary 

Education 101's instructional goal of providing LOGO 

programming experiences. 

Both treatments utilized cognitive psychology based 

approaches to teaching concepts. In both cases, a 
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concept definition was provided, followed by examples 

containing concept attributes. The treatments' main 

dependent variable was the instructional use of the 

computer in presenting the concept examples. 

Treatment One (control group) subjects experienced a 

tutorial and drill instructional design. After reading 

the definition, control group subjects were provided with 

LOGO code, asked to enter the code, and observe the 

results. In terms of the Thomas and Boysen (1983, 1984) 

taxonomy, these students were using the computer to 

reinforce the concept (computer teach the student). See 

Appendix G for a copy of Treatment One. 

Treatment Two (experimental group) subjects were also 

presented with the concept definition. Then, they were 

asked to program the computer using LOGO to create 

specific regular polygons. For students who based their 

solutions on the Total Turtle Trip Theorem, this was an 

integrating activity. See Appendix H for a copy of 

Treatment Two. 

Uniform written instructions for the treatment 

activities were provided to both groups. Instructors for 

the control group were present, but were only allowed to 

answer questions dealing with LOGO programming. The 

experimental group had one instructor who provided 

programming information. This instructor also provided 
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feedback to students with inaccurate representations of 

the concept. 

In summary, two experimental treatments were used to 

teach a geometry concept, the Total Turtle Trip Theorem. 

One treatment utilized a computer teach student 

component. The other treatment used a student teach 

computer approach. 

Research Design 

The research design for this study was based on the 

Campbell and Stanley (1966) pretest-posttest control 

group design. The content of the treatments was designed 

to teach a geometrical concept, the Total Turtle Trip 

Theorem. The instructional use of the computer was 

varied in each treatment. One treatment was designed as 

a reinforcing activity. The other treatment was designed 

as an integrating activity. 

Figure 3 graphically displays the classic 

pretest-posttest design. In this design, the entire 

experimental population is randomly assigned to control 

or experimental groups (R), observations of those groups 

are made (01 ), experimental treatments are given (T
1 

and T ), and finally observations are once again 
2 

conducted (02 ). 

A graphic representation of this study's design is 
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Figure 4. Representation of design used for 

this study 
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shown in Figure 4. This design differs from the Campbell 

and Stanley design in several ways. First, an 

observation is made of the entire class (01 ' precourse 

assessment) at the beginning of the course. Next, the 

control group and experimental groups are chosen at 

random within each preassigned laboratory section (R'). 

This method of stratified randomization was selected 

because randomization of the entire experimental 

population without regard to laboratory meeting time 

could have produced a laboratory meeting time bias, i.e. 

a certain type of student might choose a Friday morning 

lab, and total group randomization might place all of 

these "special" students in one treatment group. 

Upon randomization, each group was given a pretest (02 

followed by an instructional treatment (T1 or T2 ). Both 

experimental and control groups received a treatment. 

The treatment which included integrating computer 

activities was designated as the experimental treatment. 

After completion of the treatment, both groups were given 

instruction on material to be used in the transfer 

measurement. The transfer measurement was conducted the 

following week as part of the post test (0 3 ). At later 

dates, measurements of retention were conducted (0 4 and 0 5) . 
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Research Procedures 

In view of the inherent generalizability limitations 

of the study, it was conceded that the college level 

laboratory setting would provide reduced external 

validity in relation to secondary school mathematics. 

However, before conducting classroom based research aimed 

at generalizability, it was important to first 

empirically support the hypotheses of this study. 

Therefore, emphasis was placed on internal validity 

factors during the development of the following design 

procedures. 

Because the precourse assessment and long term 

retention test provided data, the study effectively was 

conducted over the entire fifteen weeks of spring 

semester. However, the pretest, posttest, and treatments 

were conducted over a span of three weeks, beginning with 

the fourth week of the semester. 

The first aspect of the procedure to be considered was 

the initial development of student LOGO programming 

skills. Students in the experimental group would require 

skills sufficient to program the Total Turtle Trip based 

exercises into the computer. Although students in the 

control group would not require this programming ability, 

selection-maturation interaction effects on internal 
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validity as well as Secondary Education 101 course 

requirements suggested that the entire population be 

given programming instruction. 

This programming development was accomplished in the 

first LOGO laboratory session. Students practiced 

writing small LOGO programs, and were given a programming 

assignment to complete as homework. A copy of the 

assignment is included as Appendix J. The laboratory 

experience was supplemented with instruction and examples 

in two lecture sections. 

During the second week at the time of each of the ten 

laboratories, the pretest and treatments were given. The 

pretest obtained informed consent, measured basic LOGO 

programming ability, and measured knowledge of the Total 

Turtle Trip concept. Included in the informed consent 

procedure was a description of the project and 

notification that study performance and effects would not 

be included in student course evaluation. The test for 

programming ability indicated lack of programming skill 

for any particular participant at time of treatment. 

Data from subjects with inadequate programming ability 

were not included in the study. The test for 

pre-treatment concept knowledge indicated which students 

already understood the concept to be taught. Data from 

these students were not included in the study. 
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Upon completion of the pretest, control and 

experimental groups were given the experimental 

treatment. Both groups were allowed up to one hour to 

complete the activity. At the time of the pretest and 

treatment, control groups and experimental groups were 

placed in separate computer classrooms to guard against 

control/experimental group interactions. All 

experimental groups worked with the same instructor. The 

instructor for the control groups varied. However, the 

self-contained nature of the control group treatment 

allowed the instructor to serve as a monitor only, 

reducing the threat to validity. 

The second hour of every laboratory was conducted by 

the same instructor. The hour was devoted to advanced 

LOGO programming techniques using variables. During the 

second hour, both experimental and control groups were 

brought together. 

During the third week of the experiment, within their 

assigned laboratory sections, all subjects were given the 

posttest. The posttest measured retention of the 

concept, as well as transfer of the concept to a new 

learning situation. The transfer activities consisted of 

asking questions that required knowledge of the Total 

Turtle Trip Theorem and knowledge of LOGO variables. 

The transfer activity was evaluated using a 
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classification scoring system based on suggestions by 

Schoenfeld (1982) and resembling methods used by Hooper 

(1982). Based on pre-determined criteria, each subject's 

answer was analyzed and placed in one of four categories: 

Incorrect, partial credit, syntax errors, and correct. 

Figure 5 shows a correct solution for the transfer 

task. Subjects with equivalent answers were placed in 

the correct category. If a subject had an equivalent 

answer with exception of LOGO syntax errors (missing 

colon, missing bracket, etc.), they were placed in the 

syntax errors category. 

The circled items in Figure 5 were determined to be 

key parts to the solution. If an answer lacked exactly 

one of these key parts, the subject was placed in the 

partial credit category. If more then one part was 

missing, the subject was placed in the incorrect 

category. 

The transfer evaluation was conducted by the 

researcher as well as independent scorers. When few 

discrepancies (less than 5) were found, the researcher's 

data were excepted as unbiased and used in the 

statistical analysis. 

Following the posttest, two other measures were 

conducted. A measure of concept retention was included 

on the Secondary Education 101 midterm and final exams. 
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Figure 5. Transfer task solution with key 

aspects circled 
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Figure 6 presents a model of the research procedures. 

Included with the model is a weekly time line. 
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CHAPTER IV: RESULTS AND DISCUSSION 

Results of this study are reported in the first part 

of this chapter as they relate to each hypothesis listed 

in Chapter I. This report is followed by a discussion of 

the findings. 

Testing the Hypotheses 

As noted in the limitation section of Chapter I, 

intervening variables associated with the experimental 

population were identified. These were the subjects' 

previous mathematical experience, high ability nature, 

and programming expertise. Pre-experimental knowledge of 

the Total Turtle Trip concept would render useless 

post-experimental analysis of the learning task. Lack of 

computer experience could produce interference with 

computer based learning tasks. The high ability 

limitation provided a bias which hindered 

generalizability. 

It was not possible to eliminate the high ability bias 

of the experimental population. To reduce contamination 

from the remaining two intervening variables, subjects 

were measured at time of pretest for basic LOGO skill and 

knowledge of the Total Turtle Trip concept. The 
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screening criteria resulting from these measures resulted 

in eliminating 76 cases from the study (from N=169 to 

N=93). 

To determine if the resulting experimental and control 

groups were equal in terms of computing ability, data 

from 10 precourse assessment computer self-assessment 

questions was analyzed. Frequencies of the control and 

experimental groups are listed in Table 1. Categories 

specific to this study were general information, present 

ability, computer anxiety, and computer talent. 

Chi-square analysis of the combined frequencies of these 

four categories indicated no significant difference (~2 

(4, N=92) = 3.3404, £ (.5). It was concluded that the 

experimental and control groups were equivalent in terms 

of computer ability prior to the treatments. 

Hypothesis 1: There is no significant difference in 

the performance on a transfer test 

between students experiencing a 

computer based reinforcing treatment 

and students experiencing a computer 

based integrating treatment. 

A chi-square test of independence was used to 

determine if transfer activity outcomes were independent 

of experimental treatment. Table 2 contains the 

frequency of transfer outcomes for each treatment group. 



www.manaraa.com

49 

Table 1 
Distribution of Experimental Population EY 
Self-assessed Computing Knowledge 

Rating 

Category Poor Lo Medium Good 

General Interest 
Control abO 
Experimental 3 

Present Ability 
Control 16 
Experimental 15 

Computers as a/ 
Hobby 

Control 5 
Experimental 10 

Computers as/ 
Appliances 

Control 1 
Experimental 3 

Computers and/ 
General Education 

Control 0 
Experimental 0 

Computers in/ 
Business 

Control 0 
Experimental 0 

Computer Anxiety 
Control 2 
Experimental 3 

Computer Talent 
Control 11 
Experimental 10 

Computers and/ 
Job-seeking 

Control 1 
Experimental 1 

Computers and/ 
Society 

Control 0 
Experimental 0 

4 
1 

16 
12 

11 
10 

6 
7 

o 
1 

o 
o 

5 
5 

10 
13 

o 
1 

o 
o 

17 
21 

9 
14 

16 
16 

16 
10 

6 
5 

5 
7 

18 
16 

20 
15 

7 
8 

3 
4 

12 
10 

o 
o 

5 
4 

12 
13 

14 
14 

14 
12 

8 
14 

o 
3 

16 
18 

10 
9 

High 

8 
6 

o 
o 

4 
1 

6 
8 

21 
21 

22 
22 

8 
3 

o 
o 

17 
13 

28 
28 

Note. The values represent the frequency of ratings for 
experimental population groups. 
aControl Group N = 41. 
bExperimental Group ~ = 41. 
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Table 2 

Distribution of Experimental Population on 

the Transfer Activity 

Score 

Incorrect Partial Syntax Correct 

Group 

a 
Control 

. lb Experlmenta 

20 

9 

Credit Errors 

9 

7 

7 

8 

Note. The values represent the frequency of the 

experimental population on the transfer test. 

2 X (3, N=92)=7.574l8, £<0.0557. 
a 

Control Group ~= 47. 

b . 1 42 Experlmenta Group ~= • 

11 

21 
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This distribution approaches significance at the .05 

level (X2 (3, N=92)=7.574l8, £<0.0557). Close 

examination of the frequencies indicate that the 

chi-square value is diluted by even distributions in the 

partial credit and syntax errors only categories. Based 

on the closeness to .05 significance combined with the 

observed polarization of the transfer outcomes, 

Hypothesis 1 was rejected. Transfer outcomes were 

dependent on treatment type. The integrating treatment 

produced better performance on the transfer activity. 

Hypothesis 2: There is no significant difference in 

the performance on retention tests 

between students experiencing a 

computer based reinforcing treatment 

and students experiencing a computer 

based integrating treatment. 

There were seven post-experiment retention 

measurements. Three came at time of posttest, two at 

time of the Secondary Education 101 course midterm (three 

weeks post treatment), and two at time of the course 

final (twelve weeks post treatment). Table 3 contains 

the frequencies for each individual measure. Data were 

reported only for subjects completing all phases of the 

study ~ = 58). Chi-square analysis showed no 

significant difference, indicating that retention of the 
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Table 3 
Distribution of Experimental Population on 
Retention Measures 

Measure 

Posttest Question 1 

Control a b 
Experimental 

Posttest Question 2 

Control 
Experimental 

Posttest Question 3 

Control 
Experimental 

Midterm Question 1 

Control 
Experimental 

Midterm Question 2 

Control 
Experimental 

Final Question 1 

Control 
Experimental 

Final Question 2 

Control 
Experimental 

Score 

Incorrect 

o 
o 

6 
4 

12 
10 

9 
10 

3 
2 

7 
9 

4 
1 

Correct 

33 
25 

27 
21 

21 
15 

24 
15 

30 
23 

26 
16 

29 
24 

Note. The values represent the frequency of the 
experimental population on short term and long term 
retention questions. 
aControl Group N= 33. 
bExperimental Group N= 25. 
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Table 4 

Distribution of Experimental Population 

£y Time ~ Treatment 

Time (minutes) 

Group 

a 
Control 

. Ib Experlmenta 

10 

2 

5 

10-15 15-20 20-25 

11 22 6 

7 16 8 

Note. The values represent the frequency of the 

experimental population on treatment time groups. 

aControl Group N= 48. 

b . 1 G 45 Experlmenta roup N= . 

25 

7 

9 
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concept was independent of the treatment. Therefore, 

Hypothesis 2 was not rejected. 

Hypothesis 3: There is no significant difference on 

the time needed to complete the 

treatment between students experiencing 

a computer based reinforcing treatment 

and students experiencing a computer 

based integrating treatment. 

Time in minutes on the treatment task was divided into 

five groups. Table 4 contains the frequencies of each 

time group for each treatment group. No significant 

difference was indicated by the frequencies. This 

indicates that time on treatment was independent of 

treatment type. Hypothesis 3 was not rejected. 

Discussion 

Mathematical problem solving is facilitated by two 

abilities; to transfer concepts and to apply appropriate 

heuristics. Most authors agree practice is the key 

element in heuristic competence. However, the ability to 

retain concepts (the traditional measurement for concept 

learning) does not ensure the ability to transfer those 

concepts. 

The purpose of this study was to provide empirical 

evidence of the educational outcomes of contrasting 
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instructional computing philosophies. A treatment 

requiring programming and a treatment based on drill were 

designed. The programming (experimental) treatment used 

the computer in a tutee (Taylor, 1980) role. The drill 

(control) treatment used the computer in a tutor role. 

Papert (1972b) and Feurzeig (1969) maintained that the 

programming treatment facilitates problem solving skill 

development because the process of programming provides 

practice in the problem solving heuristic of induction. 

The general hypothesis of this study was that programming 

the computer also facilitates meaningful learning of the 

concepts used in the programming problem. 

Meaningful learning was operationally defined as the 

process in which the learner connects new material with 

knowledge that already exists in memory (Bransford, 

1979). Meaningful learning cannot be evaluated by 

retention measurements. Meaningful learning is measured 

using test for transfer of knowledge. Information used 

successfully in a new learning situation indicates the 

occurrence of meaningful learning. 

Instructional uses of the computer that facilitate 

meaningful learning fall into the experiencing and 

integrating categories of the Thomas and Boysen (1983, 

1984) taxonomy of instructional uses of computers. The 

key difference between experiencing and integrating 
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activities is the state of the learner relative to the 

information being presented. In an experiencing activity 

the learner is presented unfamiliar, general information. 

The intent is to activate relevant portions of long term 

memory for later association of new information. An 

integrating activity is conducted after the learner is 

familiar with the new information. The intent is to 

require the learner to actively associate the new 

information with existing long term memory. 

Proponents of child teach computer environments 

(Papert, 1980; Dwyer, 1974) argued that the learner is 

required to be active. It followed that programming the 

computer (a form of child teach computer) to perform 

tasks based on a specific mathematical concept would 

constitute a suitable integrating instructional use of 

the computer. 

The experimental population was randomly divided into 

two groups. Both groups were taught a mathematical 

concept using microcomputer based instruction. The group 

designated as experimental completed a four step 

integrating via programming treatment. The control group 

completed the same activities via a tutorial and drill 

treatment. The time spent on the treatment was recorded 

for each subject. Following the treatments, both groups 

were given new information which would provide the basis 
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for a subsequent transfer task. Subjects were measured 

for transfer of the mathematics concept, as well as for 

short and long term retention of the concept. 

Solutions obtained from each subject for the transfer 

task were categorized. Solutions were scored as totally 

incorrect, partially correct, totally correct with the 

exception of syntax errors, or totally correct. The 

percentage of experimental and control subjects for each 

category is graphically depicted in Figure 7. Most 

control subjects were placed in the totally incorrect 

group, while most experimental subjects were placed in 

the totally correct group. Chi-square analysis showed 

this data approaching significance at the .05 level. For 

this transfer activity, the integrating treatment did 

appear to facilitate meaningful learning. 

An interesting result of this data analysis was the 

syntax error only category. Because control group 

subjects were provided examples of syntax correct 

programs, it was anticipated that they would produce 

fewer syntax errors than the experimental group. 

Although this was the case, relative to the incorrect and 

correct categories the difference was small. This 

indicates that syntax was not a factor in the transfer 

activity. 

Five questions were used to measure short term 
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retention. Figure 8 is a graphical representation of the 

percentage correct on each question for both groups. 

Although the control group performed slightly better 

overall on the retention tasks, no significant results 

were produced. This was somewhat surprising considering 

that the primary theoretical strength of the control 

treatment was retention. On these measures, the 

integrating activity supported retention equally as well 

as the reinforcing activity. It also can be noted that 

the experimental group's success on the transfer activity 

cannot be attributed to a superior retention of the 

concept. 

Figure 9 is a graphical representation of the long 

term retention results. The two items were included on a 

final exam given to all sUbjects. The items were 

identical to the two midterm short term retention items. 

No significant difference was found on the long term 

items. However, it is interesting to note that on one 

item, 95% of the control group scored correctly on the 

midterm, while 87% of the control group scored correctly 

on the final, indicating a drop in retention for the 

control group. The experimental group showed no drop in 

retention. Theoretically, the control group's retention 

performance should decrease because associations that aid 

in later recall were not developed. The meaningful 
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learning produced by the experimental treatment did 

produce associations, and long term retention was 

facilitated. 

These findings generally support the theoretical 

outcomes suggested by child teach computer proponents. 

The integrating treatment produced better transfer of a 

mathematical concept, and retention of the concept 

between groups was not significantly different. Data 

were also collected to determine the extent of proposed 

weaknesses of child teach computer environments. 

The requirement for increased teacher training and 

increased teacher involvement is a main criticism of 

child teach computer environments. Critics suggest these 

needs fail to capitalize on the computer's special 

capacity for individualized instruction. 

This study did not formally investigate classroom 

management aspects of the two treatments. Nonclinical 

interviews with the instructors indicated no difficulty 

with either treatment. However, the instructors for the 

child teach computer environment did need to be skilled 

in the programming language being used. This lends 

support to the criticism noted above. 

The Kulik et ale (1980) meta-analysis indicated that 

reduced time on task is a main strength of CAl. This 

study recorded time on treatment for each subject. Based 
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on the Kulik report it was expected that control group 

subjects would spend less time on their treatment. 

Figure 10 is a graphical representation of the data 

obtained. Times were placed into categories. The mean 

for each group based on category frequencies indicated 

that the average student in both groups required 15-20 

minutes on the treatment. In general, no difference in 

time on treatment was found between the two groups. 

In summary of this discussion, data analysis indicated 

that a child teach computer treatment produced better 

performance on a transfer task then a computer teach 

student approach. No difference in short term retention, 

long term retention, and time on treatment was found. 
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CHAPTER V: SUMMARY, RECOMMENDATIONS, AND CONCLUSION 

Summary 

The purpose of the study was to compare two 

instructional computer activities using retention (both 

short and long term) and transfer measures of a geometry 

concept, The Total Turtle Trip Theorem. In one activity, 

the computer was used to reinforce the geometry concept. 

In the other activity, the computer was used to integrate 

the geometry concept. 

The experimental populaton for this study consisted of 

undergraduates enrolled in an Iowa State University 

College of Education course, Secondary Education 101. 

These students were assigned to one of ten laboratory 

sections at time of enrollment. These sections were 

randomly divided into control and experimental groups for 

this study. 

A precourse assessment, pretest, treatment, posttest, 

and retention tests were given to all students. The only 

variation between groups was in the treatment. The 

control group received the reinforcing treatmer.t. The 

experimental group received an integrating treatment. 

Data from population subjects who had insufficient 

LOGO programming skills, or previous knowledge of the 
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geometry concept taught, were eliminated from data 

analysis. Three hypotheses were tested using data from 

the resulting groups. 

Hypothesis 1 suggested that there was no difference in 

transfer of a concept taught with a reinforcing or 

integrating use of the computer. However, data indicated 

the integrating activity produced better performance on a 

transfer activity. 

The study looked for a similar difference in 

performance on retention tasks (Hypothesis 2). No 

significant differences between groups were found. 

Investigation of Hypothesis 3, which dealt with time 

spent on treatment, also produced no significant 

differences between groups. 

Although no significant differences were found, the 

results from analysis of Hypothesis 2 and 3 were 

interesting. Advocates of reinforcing computing 

activities claimed these activities facilitated retention 

and reduced time on task when compared with 

noncomputerbased instruction. Data from this experiment 

indicate that integrating computer activities may be just 

as effective as retention activities in terms of 

retention and time on task. 
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Recommendations 

Results on the transfer task provides encQuraging 

support for child teach computer environments. However, 

experimental population limitations mentioned in the 

introduction greatly reduce the generalizability of these 

results. A classroom based experiment would be an 

appropriate second stage to this study. 

Validity of the results could also be strengthend by 

developing more transfer tasks. Strong claims cannot be 

based on one measure. Any new tasks should be sensitive 

to type and degree of transfer. See Dansereau (l980), 

for a detailed discussion of transfer. 

Finally, a true CAl program should be developed for 

the reinforcing treatment. This would eliminate 

intervening instructional variables and provide a more 

formal computer teach student learning environment. 

Conclusion 

Problem solving skill development is a critical 

educational need. Child teach computer instruction 

theoretically provides an effective and exciting 

environment where these skills can be facilitated. The 

missing ingredient is empirical research supporting child 

teach computer claims. 
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By using a cognitive science base for the study of 

instruction computing, research will begin to indicate 

what educational outcomes are produced by specific 

instructional computing designs. Development of these 

guidelines will allow educators to select computer 

activities that produce desired educational outcomes, not 

replication of old instruction. 
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APPENDIX B. 

PRECOURSE ASSESSMENT 
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DIRECTIONS: This instrument is designed to assess your current experience 
with and knowledge of computers. The results will be utilized in planning' 
experiences for this class and for baseline data as we continue to assess 
computer knowledge of incoming students in future classes. 

Results on this instrument will not affect your grade in Sec. Ed. 101. 

PART I: (Background) 

NAME ______________ _ 

AAJOR _____________ ___ 

Year (Please circle) Fr. Soph. Jun. Sen. Grad. 

College ______________ _ 

Sex (Please circle) M F 

Age _____ _ 

PART II: (Previous Experiences) 

1. Briefly describe len~th and content of previous computer courses 
(or parts of courses) you have taken in high school or college. 

Course or Unit Name Length of Course or Unit School/Group Offering Course 

(1) ______ _ 

(2) ______ _ 

(1) Major Topics Included in Course or Unit ------.-------------

(2) Major Topics Included in Course or Unit ________________ __ 
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Briefly describe any other experiences you have had working with 
computers. For example, have you visited a computer store. do you 
have a computer at home, have you used a computer at work? 

Describe the major reasons you are enrolled in Sec. Ed. lOlX. 

PART Ill: (Attitude) 

vsing the answer sheet supplied. please record vour reactions to the 
following items. (a) - low (c) - medium (e) - high 

?art A Lo ~ed1um Hi 

1. GENERAL INTEREST. Compared to other 
students you associate with at the 
University. hew do you rate your 

'--___ '--___ '--_----L- __ ....l 

own interest i~ co~?uters? 

2. PRESENT ABILITY. Cocpared to other 
students (not necessarily co~puter 
science r.tajors) ... tr.a "overage" 
or "typical" stucents. no,"" GO yvu 
rate your o~~ ?rase~t kn~~ledge and 
ability w~en ~t co~es to cv~?~ters? 

j. CO~C7c~S AS ~ i.J~3~. Cv~?ared to 
photography, sta~? co:lecting, sailing. 
playing cards, weovir.g, or othe~ hobbies •. 
how do co~?uter ga~es, ?ro&ra~ing. ------~----------~----, 
and other co~?~ter activities stack up? 
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(a) (b) (c) (d) (e) 

Lo Medium Hi 4. CO!1PUT'ERS AS AP?LIA..'\CES. C,)l':pa rC'c1 to 

~ishw8shers, telephones. TV, pucket 
c.alculators, or other things, " .•. we may 
not be able to get along without ••. " where 
do computerA plAce 1n the schem~ of things? 

--______ ~ ______ ~ _______ J___ __ .~ 

5. COMP~TERS AND GENERAL EDUCATION. Ho~ important 
or valuable do you feel corn?~ters are as a 
part of general education ror a college 
student like yourself? 

6. CO~UTERS IN BUSINESS. How irnpor:ant are 
c~mputers for the person in business such 
as the salesperson, farmer, or operator 
0: a small retail store? 

7. CO~PL7ER ANXIETY. How ~ould you rank your 
anxiety, fear, or general feeling of 
helplessness when it comes to dealing with 
computers? 

8. COMPUTER "TALENT" 
How much natural ability or talent do you 
feel you have (in comparison to others 
around you) in ~or~ing ~ith computers, 
progracming. and ger.eral cocputer operation? 

9. COMPUTERS AND JOB-SEEKI~G. How valuable do 
you feel computer literacty will be in 
giving you an e~ge over others who ~ay not 
have computer literacy when it comes to 

gettin~ a job after you graduate? 

10. CO~UTERS AND SOCIETY. ~nat rol~ do you 
perceive computer will be playing in our 
culture in the next fe ... · years, in terr..s of 
impact and influence? 

PART IV 

11. A CRT 

rne follow~ng items are designed to provide a brief assessment of 
your current knowledge of cornput~rs. For each item, select the 
one most appropriate answer and record your answer on the answer 
sheet provided. There is no penalty for guessing. 

8. is used to display input 
b. is used to display output 
c. resembles a ty?evriter keyboard 
d. both a and b 
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12. Another word for I/O cieviCL 1s 

a. peripheral 
b. terminal 
c. CPU 
d. chip 

13. A binary digi t is called a 

a. bite 
b. bit 
c. byte 

CHOOSE THE MOST CORREC7 JtFlX:7IOX OF 1:-.':' FOi.i...mH~G KEY l'O~DS. (14&15) 

14. Co~puter sof~ware 

a. a chip 
b. c~cro-prQc~ss~~ 

c. C0::-.pute:- ;:>:-~ •• :-;.::1S 

d. L.exible F.,a~,,:-~c.:s 

15. Analog 

a. compares obj~cts 
b. continuously ~easures physical conditions 
c. opposite structure 
d. s1eilar structure 

16. A digital computer 

a. accepts and counts specific u~its 
b. accepts continuous units 
c. both a and b 

17. A new develo?~ent called firmware 

a. eliminates the need for ex~ernal input devices 
b. is progra~ed into the co~?uter 
c. will proba~ly replace software 
d. is available only for APPLE co~put~rs 

18. A string variable is usually 

a. n~~ers and ~lanks only 
b. nu~bers, letters and blanks 
c. letters acd blanks only 

19. A string variable is iden~ified throuRh the use of 

a. 
b. 
c. 

S 
1< 
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20. The co~~and REM is used by a programmer to 

a. document the ?rograw 
b. add comments 
c. identify variables 

21. The basic cO::l.'.anc !,\E\-': 

a. 
b. 
c. 
ci • 

Clears al~ cata froT:: ::lemvry 
Assigns values anc variables 
Sets values a~d t~eir ~rcie~ 

Com:ner-.ts r-.ot to ::e eXi:cutec 

22. FORTRAN is a computer programming language designed primarily for 

a. recreational applications 
b. scientific applications 
c. educational applications 
d. analog applications 
e. business applications 

23. COBOL is a computer progra~~ing langu~ge designed primarily for 

a. recreationa~ applications 
b. scientific applications 
c. educational applications 
d. analog applications 
e. business applications 

24. PASCAL is a cO::lputer progra~::lin£ language designed primarily for 

a. recreational ap?~.cations 
b. scientific applications 
c. educational applications 
d. analog applications 
e. business applications 

25. Machine language is 

a. a lo~ level com?uter language 
b. a high level co~puter language 
c. based on base 10 numeration 
d. the first langua~e learneo by most programmers 

26. The computer-related job closest to t~at of a typist is: 

a. com?~ter 0?e~ator 

b. keyp~~cn o?~rator 

c. syster::s ana:yst 
d. computer progran:::-... r 
e. ~ con't ~~v~ 
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27. In order to ?rcgra::na COlll?Litt;:r. a ?ers.:m: 

a. can use a~y E~gli5~ l~ngLiage worts 
b. can use any E~glish 0= iore~g~ :&~gu~ge words 
c. :::ust use ?::-cgra::-'::-I~r"b ~G.nbuQge ny:;;:>e:.-s. not words 
d. r.'lUst Lise ::i~e • .... ords fr.:>::-: a ?rograr..::-.ing language 
e. I don't k~o~ 

28. Choose the correct output for the computer program shown below: 

10 LET C = 6 
20 LET D .. 8 
30 LET E - C+DT2 
40 PRIST E 
50 END 

Output 

a. 6 
b. 14 
c. 8 
d. 16 
e. I don't know 

29. When were com?uters first manufactured in large numbers? 

a. 1860's 
b. 1890's 
c. 1920's 
d. 1950's 
e. I don't know 

30. wbat is the main purpose of the following program: 

10 n7\:T A, B, e, D. E 
20 ~E: 5 "" A~B'T'e+D+E 

30 LET ~ .. 5/5 
40 ?RINT 5,M 
50 E~D 

3. store A. B, C, D, and E in the COlll?uter 
b. ?rint the letters S and ~ 
c. print the su~ and average of five numbers 
Q. calculate large sums 
e. I don't know 
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31. A flowchart to determine the weekly wages of employees in a bakery is shown 
below. ~loyees are paid $4 per hour up to 40 hours per week. 

~-~ Input lli!ll\ours ~orkta, call this H 

Multipl;· H by 4, cell thh A 

\ Print A \-I-~>e 

Employees are now to be paid "time-and-a-half" ($6 per hour) for overtime 
(hours worKed over 40). How would you complete the flowchart below to 
include overtime pay? Select answer a, b, c, d. or e. 

8 
t 

I 
, Input t::ta' hours worked, cail tr.'S II i 
! --- ! 

I 
W 

I 
H~itlply H by 4, cll' th;~ ~ I 

I 
Ito I 

> 

, 

, 
I 

Yes '. Su~:rac: '~ 
, , ca " tho s I 

! 

frOtr. )1, ; 

I 
j 

y Y 
l • • • • • • • • • • • 

~----
8 

? 
o . . . . . . . . . 

ANSWERS 

•. Multiply T ~y 6, cill this B 

\ 

I 
I I o. Hultlply T by 6, call this 5 

c. 

c. 

I 

! Hulti;lly T by Z, can thH S \ 

~-------~----------' 
y 

I. I i Pl'lnt e , 
I I 

/ 
y 

I , I Prj n~ f" + 5 I 
I I 

e. ccn't know 
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NAME ________________ _ 

LOGO PRE-TEST 

1) In lab this week, you will be using LOGO's turtle 

graphics capabilities to create regular polygons. This 

semester we are experimenting with two different forms of 

instruction to teach this material. The results of this study 

will influence future 101 instructional. design. Both forms of 

instruction used in this study have been used successfully in 

101 before. 

The study consists of several activities and tests, 

which you will all complete. Your performance on these 

activitiea will be the basis of the study's results. 

Performance on these activities will Qe~ directly affect your 

101 course grade. 

THIS INFORMATION WILL BE KEPT STRICTLY CONFIDENTIAL. 

Please indicate your consent to include your performance in 

our data by selecting (a) below. 

a) I give my consent. 

b) I do NOT give my consent. 
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2) Which of the following commands produce the same result as 

RT 90? 

a) LT 90 
b) LT 270 
c) RT 360 
d) RT 540 

3) The command SAVE "SQUARE would 

a) save a procedure titled square on the disk. 
b) save a procedure titled square in a disk file titled 

square. 
c) save all procedures in memory in a disk file titled 

square. 
d) produces a syntax error. 
e) none of the above. 

4) If you want to edit a procedure titled square, what do you 

type in? 

a) TO SQUARE 
b) SQUARE 
c) FIX SQUARE 
d) ERASE SQUARE 

5) The command READ "SQUARE would 

a) take the procedure SQUARE out of the RAM and place 
it in active memory. 

b) read the procedure SQUARE from the disk. 
c) read the procedures stored in the disk file titled 

SQUARE from the disk. 
d) produces a syntax error. 
e) none of the above. 
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6) When working on a LOGO project~ you should 

a) break the project into small, workable steps. 
b) program th entire project~ then break it into 

smaller components. 
c) work only with simple geometric designs. 
d) all of the above. 

7 - 10) For each of the figures below, determine the number 
of degrees you would turn if you traveled from point A along 
the figure's perimeter back to point A~ ending in the 
position you started. 

7) 

A 

a) 180 b) 720 c) 360 d) not a,b or c e) don't know 
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B) 

6 
A 

':'\:> ll:lO b) 720 d) not:. .:'1, b QI" c: E') don"t. know 

A 

• 

h) 120 cI) not e\, b elY"" C 

10) 

t.~) lHO b) 720 c.1) not a, b elY"" c: c' ) d CH. :' t. k n C)lN 
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APPENDIX D. 

POSTTEST PART 1 
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NAME ________________ _ 

SECTION _____________ _ 

LOGO POST TEST 

PARr ONE 

1) To the best of your ability, restate the Total Turtle Trip 

2) Which of the following commands produce the same result as 

rrr 9()? 

c~ ) L'r (y(l 

b) LT 2'70 
c: ) 1::;:"'- :~:;6() 

cD p'r !::,:j40 

a) save a procedure titled square on the disk. 
b) ~.i:~VI'::' (c'l PI'''ClC',f::!d\"lr'f:~ tit 1 ~~\cl '".qut:'\1~'€~ i. n a cLi. ~::;k 'f j :I €~ tit I F.~d 

sqUi~I~(;:~ • 

c) save all procedures in memory in a disk file titled 
~;;quar-,,:~ • 

d) produces B syntBM error. 
p) none of the above. 
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4) If you want to edit a procedure titled square~ what do you 

type in? 

a) TO SQUARE 
b) SQUARE 
c) FIX SQUARE 
d) ERASE SQUARE 

5) The command READ "SQUARE would 

a) take the procedure SQUARE out of the RAM and place 
it in active memory. 

b) read the procedure SQUARE from the disk. 
c) read the procedures stored in the disk file titled 

SQUARE from the disk. 
d) produces a syntax error. 
e) none of the above. 

6) When working on a LOGO project, you should 

a) break the project into small, workable steps. 
b) program th entire project, then break it into 

smaller components. 
c) work only with simple geometric designs. 
d) all of the above. 

7 - 10) For each of the figures below~ determine the number 
of degrees you would turn if you traveled from point A along 
the figure's perimeter back to point A, ending in the 
position you started. 

7) 

A 

a) 180 b) 720 c) 360 d) not a.b or c e) don't know 
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8) 

A 

a) 180 b) 720 c) ~)60 d) not d,b or c p) don:·t krH:)w 

9) 

A 

a.1 t Eln b) T~~O c) 360 d) not a,b elf" C p) dtHt' t· know 

1 (I, 

a) 180 hI 7:!U pI don' t ~'nnw 
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APPENDIX E. 

POSTTEST PART 2 
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!::;T?mT TII'IE:: ................ _ ................................... __ .......... _ .. .. 

LOGO POST TEST 

1) Dr'aw a figure where the sum of 

2) Write a procedure that will draw a ten sided figure. 



www.manaraa.com

97 

4) Here are tne procedures you worked on l~st wee~. 

TO HE;-<f4GON 
REPEAT 6 rFD 40 RT 60' 
El'm 

TO TF::IAI\!GL.E 
REPEAT 3 [FD 40 RT 120] 
END 

TO FENTf~GON 
HEeE~·iT ~5 L FD 40 F:T ::'60/~:i l 
EI,m 

TO eTHeL£:: 
R~PEAT 360 lFD 1 RT 1 l 
E;:t-ID 

Since that time~ you have seen how to use variables with 
LOGO. Re-write each of the above procedures, including a 
variable ( :L ) for the length of a side o~ ~he polygon. 
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5) Write a procedure that will draw any r2gular pclygon~ with 
any It-?nqth sidf-? (HINT: You \foJill nr~ed to ! . .Ise b"Jc; \lariables~ 

Cln€"~ f or- Ed df.? 1 enc]t\"";, and one f cw' thp nLlfnbel'" of ~=:i des cd: the 
pol Y':.lcm )iOU want:. to dr·aw.) PLE?-)SE SHOt.) i~L.L 'l"OW;: vJ()R~t" 

TfJH~L T II"'fE ("f l.I\IUTE(~::.) :: ............................... _ .......... __ .. 
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APPENDIX F. 

RETENTION QUESTIONS 
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58. In the following figure, if you start <1t point A ilnd trace the figure, 
ending at point A in the position you started in, how many degrees have 
you turned? (Assume a left turn is counted <15 a negative value.) 

a) 360 - (sum of the left turns) 
b) 360 + (sum of the left turns) 
c) 360 
d) None of the above 

59. In the following figure, if you start at point A and trace the figure, 
ending at point A in the position you started in, how many degrees have 
you turned? 

A 
a) 180 
b) 720 
c) 380 
d) None of these 
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APPENDIX G. 

CONTROL GROUP TREATMENT 
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The Tot.1l Turtle Trip Theorem 

!'I I"" 

J • 
I' i '11'11 i' ! .\~f··-, .-! t ,. i :l,,'nlln'! I ii' h.)lU!,i<"l' \' I"! "fll/ .1" I ~ n I 

.. fjr! <.. : ;: ' 1" !il.' 5t,~tp i'l ~-II&irh it ',Llrll·rt, l.i:t·'1 II!' '.1,,'11 :'1 I' ill ').\ !:"IO. 

1;11'-111, "1l11 ;·;ill I,,· l!".t·'d (lV"1' :!If' 11:/.' ......... "". 
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Name ___________ _ 
Soc. * _________ _ 

TOTA~ TURT~E TRIP EXERCISES 

In each of the following five activities you will be 
given a LOGO procedure that draws a polygon. You will be 
asked to enter the procedure, and then edit that procedure to 
produce varied results. Determine if the Total Turtle Trip 
Theorem holds for each case. 

STARTING TIME: ________ _ 
Activity 1 

You've already seen this first procedure in your lab 
manual •••• 

TO SQUARE 
REPEAT 4 CFD 20 LT 90~ 
END 

In this procedure, does the turtle end up in the state 
it started? (Yes, No) Is the sum of all turns 360 • (Yes, 
No) 

Enter the procedure, but write it so it draws a square 
with a side of 50. Does the Total Turtle Trip Theorem still 
hold? (Yes , No) 

Activity 2 

Enter the following procedure: 

TO HEXAGON 
REPEAT 6 CFD 30 RT 60~ 
END 

If the FD 30 is changed to a FD 35, would the Total Turtle 
Trip Theorem hold? Why or why not? 

Change the FD 30 to FD 55 and see if the theorem actually 
holds true. 
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Activity 3 

In the following theorem does the Total Turtle Trip Theorem 
hoi d true. ( Yes , No ) 

TO TR::t A ........ GLE 
REPEAT 3 CFD 30 RT 60J 
END 

Enter the procedure and see if it draws a polygon •••• 
How would you change the procedure to draw a polygon? 
Remember, the total turtle trip theorem must hold true •••• 

Now that you have a good triangle procedure, change to 
FD 30 to FD 5. Does the Total Turtle Trip Theorem still hold? 

Activity 4 

Here is a procedure that draws a circle: 

TO C::tRCLE 
REPEAT 360 
END 

CFD :L RT 

Enter this procedure and run it. Does the turtle end in 
the same state which it started? ( Yes , No ) How many 
degrees did the turtle turn? _____ _ 

At this time try several different values in the FD part of 
the circle procedure. 

Activity 5 

In this procedure which draws a pentagon, the number for the 
RT command has been omitted •••• 

TO PENTAGON 
REPEAT 5 C F'D 
END 

40 RT J 

What should the missing number be? ____ _ 
List the steps you took to arive at your answer. 

Enter the procedure <if you haven"t already) and test 
your answer. 

STOP TIME: ________ _ TOTAL TIME(MINUTES): _______ _ 
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APPENDIX H. 

EXPERIMENTAL GROUP TREATMENT 
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The Total Turtle Trip Theorem 

The Total Turtlp Trip Theorpm. !b'\' i<; tilt' t"('orr'I"I,; d.,firtitiqn: .. 
I'- 'Iw,tll' Llkc'-, ,1 h"ip ,lflli/nd IiI(' hOllnd","v rj~ ;'r)V.W,', 

,'nels lip i rr l,ill' St.,lU- in ~'Jh iell it st..lrtr-rl, I.IIf'rl Iii" ',1/1:1 l,f ;. II turns .. ill 1),,1;)1,0. 

, , 
, " 
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NAME _______________ _ 
soc. 4* 

TOTAL TURTLE TRIP EXERCISES 

START TIME: _______________ _ 

Recall the total turtle trip theorem which states if the 
turtle ends in the state it began~ it has turned 360 • For 
example~ in the SQUARE procedure (listed in thp l~b manual)~ 
the turtle ends in the state it began. 

'-0 SQLJARE~ 

REPEAT 4 CFD 20 RT 90J 
E~NI::> 

Looking closely, we can see the tur-t.le cClmp]f?h?s four- 9(1 

degr-ee tur-ns ( for- a total of 360c:t ). Thus the total tllrt 1 e 
trip theor-em holds true. 

In the following activiti es you wi 1] bl? asked tn c,....: .. atp 
four procedures. For- each of these pl'"ocedl1res thr~ total 
turtle trip theor-pm wi 11 hold t.rue. !,IJhen yntl fpel you havp 
met this requirement fol'" a particular procedurp~ HAVE THE I.A~ 

INSTRUCTOR CHECK IT BEFORE PROGRESSING TO lHE NEXT PROCEDURE I 

Activity 1- Write a procedul'"e that draws a hexagon (six 
sides). 

Activity 2- IIJr-ite a pr-ocedure that dr-.:lws a tr-i(,~ngle (three 
sides) . 

Act.ivity 3- Write a pr-ocedure t.hat draws a cir-cle. 

Hctivity 4- Writ.e a pr-ocedul'"e that draws i~ pent."'gnn. 

In f:"dc-h of the abovp. pr-ocpdllres, does th£> toted ttlr-t)P trip 
theorem hold? ( Yes, No ) 

END TIME: ______________ _ TOTAL TIME (MINUTES): _______ _ 
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APPENDIX I. 

LOGO HOMEWORK ASSIGNMENT 
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LOGO LAB *1 HOMEWORK 

For the next lab~ write procedures that draw the figures 

b(?lo,,~. Sav£~ .::111 the proc£:?dlwes you wr-jte in oru::> disk fi1f:~ 

t. j t.l f::>cJ F I (:lURES. 

Pr·ob 1 ern 1: 

Pr'ob 1 em 2: 

Pr-oblem 5: 
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